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Abstract  This paper compares two aternative approaches to the problem of acquir-
ing named-entity recognition and classification systems from training cor-
pora, in two different languages. The process of named-entity recognition
and classification is an important subtask in most language engineering
applications, in particular information extraction, where different types of
named entity are associated with specific roles in events. The manua con-
struction of rules for the recognition of named entities is a tedious and
time-consuming task. For this reason, effective methods to acquire such
systems automatically from data are very desirable. In this paper we com-
pare two popular learning methods on this task: a decision-tree induction
method and a multi-layered feed-forward neura network. Particular em-
phasis is paid on the selection of the appropriate data representation for
each method and the extraction of training examples from unstructured
textual data. We compare the performance of the two methods on large
corpora of English and Greek texts and present the results. In addition to
the good performance of both methods, one very interesting result is the
fact that a smple representation of the data, which ignores the order of the
words within a named entity, leads to improved results over a more com-
plex approach that preserves word order.

Keywords Named entity recognition, tree induction, neural networks.

1 INTRODUCTION

Named Entity Recognition and Classification (NERC) is the task of identifying
and semantically classifying named entities (NEs) in text. In several practical
problems, NEs tend to represent a significant percentage of the words in a corpus.
Asaresult, NERC constitutes an essential subtask in most language engineering
applications where the effective understanding of language is required, such as
information extraction. Information Extraction (IE) is the task of automatically
extracting information of interest from unconstrained text and creating a struc-
tured representation of thisinformation. In IE we are mainly interested in extract-
ing events. Every event involves a number of named entities, which belong in
different semantic classes (e.g. persons, organisations, locations, dates), and some
relationships that hold among these named entities (e.g. personnel joining and
leaving companies in management succession events). Asaresult, an |E task in-
volves two main subtasks: the recognition and classification of named entities



(NERC) and the identification of relationships (the events) holding between
named entities.

A typical NERC system consists of alexicon and agrammar. Thelexiconisa
set of named entities that are known beforehand and have been classified into
semantic classes. The classes into which the named entities are classified consti-
tute semantic information that varies significantly among different thematic do-
mains. For instance, the identification of organisation names makes sensein fi-
nancial news, but not in the scientific literature. The grammar is used to recognize
and classify NEs that are not in the lexicon and to decide upon the final classes of
NEs in cases where ambiguity exists in the lexicon. Due to the semantic nature of
these two resources, domain-specific systems are needed for successful NERC.
Furthermore, the NERC task is considerably different when moving from one
language to another. Thus, aglobal system for NERC is not meaningful and a
new system usually needs to be constructed for each separate problem.

The manual adaptation of NERC systems to a particular domain or to a new
language is a very time-consuming process and in some cases impossible, due to
the lack of experts. Thus, the automatic acquisition/adaptation of the needed re-
sources from corporais highly desirable. Automated knowledge acquisition, with
the use of machine learning techniques, has recently been proposed as a promis-
ing solution to this and other similar problems in language engineering. Machine
learning techniques are divided into two broad categories: supervised and unsu-
pervised. Supervised learning techniques require the existence of training exam-
ples that have been hand-tagged with the correct class. On the other hand, unsu-
pervised techniques assume that the correct classification of the training examples
is not known and classify the examples according to a similarity metric. Super-
vised methods are more expensive than unsupervised ones, in terms of the time
spent to pre-process the training data. However, the additional information in-
cluded in supervised data leads usually to a better classification system. Nymble
[Bikel et al. 1997], Alembic [Vilain et al. 1996, Day et al. 1998], AutoLearn
[Cowie 1995], and RoboTag [Bennet et al. 1997, Sekine 1998] are examples of
systems expl oiting supervised |earning techniques. On the other hand, the NERC
system developed for Italian [Cucchiarelli & Velardi 1998a, Cucchiarelli & Ve-
lardi 1998b] is an example of a system exploiting unsupervised learning. Machine
learning algorithms can be further classified according to the model representa-
tion that they use into symbolic and subsymbolic (or numeric). Symbolic methods
use discrete symbolic representations, such as sets of rules or decision trees, while
subsymbolic methods use numeric representations, such as regression functions
or neural networks.

This article deals with one half of the NERC problem, namely the acquisition
of the NERC grammar, assuming the existence of the corresponding lexicon of
known names. We present an evaluation of two different NERC methods based
on supervised machine learning. The first method uses the decision-tree induction
algorithm C4.5 [Quinlan 1993], while the second uses a standard feed-forward
multi-layer perceptron with one hidden layer. Decision trees are atypical sym-
bolic representation, while neural networks are typical representatives of subsym-
bolic models.

In addition to the representation of the classification models, particular em-
phasisis given on the representation of the training data for the two learning
methods. The symbolic nature of decision trees makes them more suitable to lan-
guage engineering tasks with symbolic textual data. On the other hand, neural
networks reguire the encoding of the datainto numeric feature vectors, which can
be problematic if we want to preserve all of the original information. In this pa-
per, we use a simple symbolic representation, as well as a numeric one, which
ignores the order of the words within a named entity, in order to reduce the di-



mensionality of the problem to manageable levels. The decision-tree learning
method can handle both data representations. For this reason, it is tested with both
representations, leading to conclusions about the effect of ignoring word order.

The data for the evaluation comes from two corpora containing financial news
articles. The two corporaare in two different languages: Greek and English. In
order to use the supervised learning methods, the named entities have been identi-
fied and tagged manually in the two evaluation corpora

Details about the two learning algorithms that we used are given in section 2.
Section 3 describes the evaluation data, as well as the experimental setting. The
results of the experiments are presented in section 4. Finally, section 5 presents
conclusions on the usability of machine learning to the named-entity recognition
task, aswell asinteresting directions for further work.

2 MACHINE LEARNING IN NAMED-ENTITY
RECOGNITION AND CLASSIFICATION

As mentioned above, we apply two different supervised learning algorithms to
the task of constructing a NERC automatically from tagged training data. In terms
of syntactic categories, NEs are lexical noun phrases (NPs). Both recognisers
accept as input noun phrases augmented with contextual information. Their task
isto recognise the noun phrases that are named entities and classify them into the
appropriate semantic classes.

2.1 Decision Tree NERC system

The first NERC system is constructed by a general-purpose symbolic machine
learning algorithm, called C4.5. C4.5 is a supervised learning algorithm that per-
formsinduction of decision trees, i.e., it constructs decision trees from training
data. C4.5 uses a greedy hill-climbing search through the space of possible deci-
sion trees aiming to construct one that explains the datawell. It performs this
search by the method of recursive partitioning of the training data. It starts with
the complete dataset and chooses one feature that discriminates best between ex-
amples (feature vectors) of different types, e.g. organisations, persons or loca-
tions. The quality of discrimination is assessed by an information-theoretic met-
ric, based on mutual information. The same processis applied recursively on each
subset, choosing other features for discrimination and partitioning the training set
further. This continuous partitioning leads to increasingly “purer” subsets, i.e.,
sets which contain many examples of one class, e.g. person, and few of all other
classes. The process ends when a stopping criterion is satisfied. In the smplest
case, this criterion requires completely pure subsets, i.e., each training subset as-
sociated with aleaf node should contain only one type of example. This criterion
isunrealistic for real-world problems and leads to overtraining of the decision
treeto the data. In order to avoid this problem, C4.5 incorporates a pruning
method, which constructs a more robust decision tree, allowing a small amount of
impurity on the final subsets generated by the recursive partitioning. Thus, each
of the leavesin the tree may classify incorrectly afew of the NEsin the training
set. However, it is expected to capture the most important classification patterns.

Being a symbolic learning method, decision-tree induction was originally de-
signed to handle symbolic data [Quinlan 1983]. More recent versions of the
method are able to handle numeric features, by transforming them into an equiva-
lent set of binary ones. Thus, C4.5 can handle both data representations used here.



2.2 Neural Network NERC System

The second NERC system is based on a neural network. Artificial neural net-
works (ANNSs) are computational systems whose architecture and operation are
based on the present knowledge about biological nervous systems. By analogy to
these systems, ANNSs consist of a set of suitably positioned simple processing
elements (nodes) representing the neurons. Each node receives signals from a
fixed set of other nodes by links called synapses and determines its activation as a
function of these signals and the strengths (weights) of the synapses. There-
sponse of each node is a function of its activation. Different ANN models can be
constructed by suggesting different ways of connecting processing elements. The
paradigm used in thiswork is the multi-layered feed-forward network (FNN)
which consists of an input layer, intermediate or “hidden” layers of nodes and a
layer of output nodes, with each node receiving input only from nodesin the pre-
vious layer.

An important result of the studies related to FNN is the rigorous theoretical
establishment that these networks are universal approximators. Given that a suffi-
cient number of hidden nodesisincluded in the network architecture, there exists
a set of synaptic weights, whereby a FNN can realize any arbitrarily complicated,
generically non-linear functional relationship between its input and its output by
superposition of the elementary node functions. A major theme in neural network
research is training the network in order to find the appropriate set of synaptic
weights. Thisisachieved using training algorithms, such as the popular back-
propagation, which minimise by gradient descent the error of the output hodes
with respect to the desired function. Recently, afamily of Algorithmsfor Learn-
ing Efficiently using Constrained Optimisation (ALECO) has been proposed for
training FNNs [Perantonis et al. in print]. These algorithms are based on princi-
ples of non-linear programming theory and incorporate in their formalism addi-
tional information about the learning properties of FNNs in the form of non-linear
constraints. The variant used in thiswork is described in detail in [Karras & Per-
antonis 1995]. The algorithm is faster than back-propagation, exhibits good con-
vergence propertiesin difficult benchmark problems, iswell suited for solving
large scale problems and has been shown to achieve good generalization per-
formance in classification tasks.

3 EXPERIMENTAL SETTING

3.1 CorpusPreprocessing

In order to evaluate the performance of the two learning approaches presented
here, we conducted experiments in two different languages, Greek and English.
Both corpora used for evaluation covered similar thematic domains, involving
several types of named entity, such as person, organisation, location, date, time,
money, etc. The general consensusis that person and organisation types are more
difficult to identify and classify. For this reason, our study focuses only on these
two types of entity. The corpus used for the Greek experiments was provided by
the Greek company Kapa-TEL and contained short financial news articles from
1998 until 2000. This corpus contained 5837 organisation and 695 person in-
stances. For the purposes of the English experiments, we used part of the corpus
that was used for the evaluation of the systems in the 6™ Message Understanding
Conference (MUC-6) conference [DARPA 1995]. The thematic domainin MUC-



6 was management succession events and the part used for the experiments con-
tained 461 organisation and 373 person instances.

The performance of the two systems was compared to the performance of two
manually constructed systems, the MITOS NERC system [Farmakiotou et al.
2000] for the Greek language and the VIE NERC system [Humphreys et al. 1997]
for the English language. The MITOS NERC system was devel oped in the con-
text of the R&D project MITOS" and mainly consists of three processing stages:
linguistic pre-processing, named-entity identification and named-entity classifica-
tion. The linguistic pre-processing stage involves some basic tasks, like tokenisa
tion, sentence splitting, part-of-speech tagging and stemming. As Greek isan in-
flectional language, the stemmer is particularly useful for reducing the size of the
NERC lexicon and the complexity of the NERC grammar. The NERC |lexicon
contains 1550 organisation names, 134 organisation specifiers, i.e., words that
indicate the presence of an organisation name, 503 person names, 78 person
specifiers and 1006 location names. The named-entity identification stage in-
volves the detection of NE boundaries, i.e., the start and the end of all the possi-
ble text ranges that are likely to belong in a named entity. Once the possible
named entities have been identified, the system uses the NERC lexicon, as well as
internal and external evidence [McDonald 1996], i.e., the words and symbols that
comprise the possible NE and the context in which it occurs, in order to classify
the NEs into the desired categories.

The VIE system was developed at Sheffield University and consists of several
modules: atokeniser, a sentence splitter, a part-of-speech tagger, a gazetteer-list
lookup module (NERC lexicon), and a named-entity parser. This system makes
use of a set of gazetteer lists, consisting of person hames, organisation names,
company designators (such as Ltd. and Co.), person titles (such as Mr. and MD),
etc., and agrammar, incorporating internal and external information about a
phrase. The gazetteer lists that were used for our experiments contained 2599
organisation names, 229 organisation specifiers, 476 person names, 163 person
specifiers, 2114 locations and some monetary and time expressions. The informa-
tion used in the grammar consists of tags assigned by looking up the gazetteer
lists, part-of-speech and syntactic properties of the wordsin a phrase. A smple
bottom-up chart parser uses this grammar to identify phrases of interest.

3.2 Noun Phrase Representation

A crucial matter for machine learning in general is the choice of data representa
tion. Both of the algorithms used here require the data to be provided in a feature-
vector format, which is common in most work in machine learning. This repre-
sentation requires the data (in our case NP instances) to be encoded in afixed-
length vector of valuesfor a specified set of features.

In the work presented here, we focused on two issues:

e How to represent asingle word, in away significant for our recognition

and classification tasks.

e How to combine single word representations so as to form a fixed-length

feature vector representing the whole NP.

For the purpose of the experiments presented here, we have decided to encode
two features for each relevant word in the corpus. The first feature represents
part-of-speech information (POS tag) (e.g. adjective, possessive determiner, aux-
iliary verb) while the second feature is a gazetteer tag (e.g. city, country, organi-
sation), when such information is available from the lexicon. Note that the actual
word form (or itsroot) is not included in the feature vector.

The procedure that was followed in creating the vectors was the following:



Stage 1: Identification of noun phrase instances. Regarding the NP identifica-
tion for Greek we used a phrase chunker developed in the context of the MITOS
project.? The chunker identifies four types of phrase: noun phrases (NPs), prepo-
sitional phrases (PPs), verb phrases (VPs) and adverbia phrases (APs). However,
it isnot able to identify overlapping phrases, i.e., a NP which is part of alarger
phrase. Thisisaproblemin several cases, e.g. NPsincluded in larger PPs. For the
purposes of our experiment, the results of the chunker, were post-processed in
order to identify NPsincluded in larger phrases. For the English corpus we used
the NP recogniser of the VIE NERC system. In addition to the NP itself, each
instance was augmented with information about the close vicinity of the NP. This
contextual information included two words before and two words after the NP.

Stage 2: Semantic tagging of the noun phrases. Once al NPs have been iden-
tified, every NP is compared against the manually annotated NEs in both corpora.
The annotation includes the semantic category of the NEs allowing the classifica-
tion of al NPsinto three classes that are of interest in this study: persons, organi-
sations and non-NEs. The third class, which corresponds to NPs that are not NEs,
was used to capture the dual nature of the NERC task, namely the identification
and classification of NE phrases. By providing alearning algorithm simply with
person and organisation phrases, the algorithm would only learn how to distin-
guish between person and organisation names. By adding negative examples
through the non-NE class, a NERC system is able to learn ways to also distin-
guish between NE and non-NE phrases.

The number of non-NE noun phrases in the Greek corpusis 37493 whilein
the MUC-6 data is 4333. It should be noted here that some of the non-NE phrases
may subsume NE phrases. For instance, the NP George Black’ s garden isnot a
NE, but subsumes the person hame George Black. In the English corpus we may
also have non-NEs subsumed by NEs. For instance, the phrase Greek Society for
the Protection is not a NE, but part of the organisation name Greek Society for the
Protection of Forests. This case poses an important problem for alearning algo-
rithm, which needs to identify what is missing from the phrase, i.e., the words of
Forests, rather than what should beinit, in order for it to be aNE.

Stage 3: Encoding of the instances into feature vectors. The solutions that we
adopted differ to a certain extent for the two learning algorithms, due to the dif-
ferent types of input that they require, as explained in section 2 above. The fol-
lowing two subsections describe the two different representations that were used.
However, one common characteristic of both representations is that the feature
vectors need to be of afixed length. In order to achieve that, we limited the length
of NPsto 9 words, i.e. NPs longer than 9 words were ignored. The occurrence of
such NPsin the corpus was very rare.

3.3 Symbolic Feature Vector

For the symbolic learning algorithm, the encoding of the feature vectors was
rather straightforward. The feature vector consisted of 26 features (two features
for each of the 9 words in a NP, plus the words before and after the NP). In the
case where a NP was shorter than 9 words, the remaining features were assigned
aspecial value (“?"), treated as alabel for missing information by C4.5. Missing
gazetteer tags were treated differently. They were given a special tag called
NOTAG instead. As an example of the way in which NPs were coded into feature
vectors, consider the following phrase:

... of the Securities and Exchange Commissionin the ...



where the organisation phrase is shown initalics. The vector corresponding to
this phrase is the following:

[IN, NOTAG, DT, NOTAG, NNP, org key+organisation, CC, organi-
sation, NNP, organisation, NNP, org base+organisation, ?, ?,
?, ?, ?, ?,?,?,?,?, IN, NOTAG, DT, NOTAG]

where the part-of-speech tags are to be interpreted as follows:
IN: preposition, pr: determiner, Nxp: proper noun, cc: conjunct.

The gazetteer tags appearing in the above example are: organisation,
org_key, org base and wotac. The phrase Securities and Exchange Commis-
sion appearsin the list of organisations and as aresult al of its component words
are assigned the tag organisation. Note that more than one gazetteer tag may be
given to aword, meaning that the word existsin more than one gazetteer list, as
in the case of the word Securities, which is both an org_key and part of an or-
ganisation (Securities and Exchange Commission). Multiple tags are joined by
the plus sign in the symbolism that we use. Finally, the question marksin the vec-
tor symbolise missing words, as explained above. Three sets of vectors are con-
structed for the three classes of interest.

3.4 Numeric Feature Vector

Linguistic information is naturally encoded in symbolic form. Indeed, both the
part-of-speech and the gazetteer tags have no established numerical type proper-
ties. For instance, there is no simple way to order averb and an adjective. On the
other hand, neural networks take as input a one-dimensional, fixed-length vector
of real values. It follows that a suitable coding of tag information in avector is
not straightforward. However, it is crucial for the performance of the neural net-
work and thus, emphasis was given to form the most meaningful representation.

To preserve symbolic information as much as possible, without making any

assumptions about tag relations, we assume that tags are orthogonal to each
other. Thus, to encode aword in avector form, we proceeded as follows:

o Let Nyos be the number of possible different part-of-speech (POS) tags.
Assuming that the tags are independent, we can form a“POS’ space of
Npos dimensions, one dimension for each POS tag. Hence, every tag can
be coded as a Ny.s-length vector with all dimensions set to 0, except one,
particular to the POS tag, which is set to 1. Moreover, the set of Ny, POS
tag coding vectors formed may be considered as an orthogonal base for
the “POS’ space.

e The same reasoning can be applied to a “gazetteer tag” space. Hence, an-
other Ny, coding vectors of Ng,, dimensions, orthogonal to each other,
can represent Ny, independent gazetteer tags.

e Wemay now represent a single word by combining the two coding vec-
tors. The complete vector is formed by the concatenation of one part-of-
speech vector and one gazetteer vector. Hence, each word is represented
by avector of N dimensions, where N = Npos + Ny, and may be consid-
ered as apoint in a N-dimensional space.
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Figure 1. Word encoding for neura network input.

For the specific classification task, more than one word is given as input to the
classifier. To represent a group of W words, one could think of concatenating W
encoded words, forming a vector of WxN dimensions. However, such a represen-
tation has two drawbacks:

e Thetota length of vector tendsto be very large. In our case, it would be

about 650 features.

e Inmost cases, not al of the words are given. Indeed, noun phrases may
have a varying number of words. Since, neural networks have no inher-
ent mechanism for dealing with missing values, this would result, in our
case, in vectors of varying length, which isinappropriate as input.

Figure 2. Noun phrase encoding for the neural network input.
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To overcome these problems, instead of concatenating the vectors of words, we
add them. Hence, each group of Wwordsis still represented by a N-length vector.
Adding vectors results at vectors with values greater than 1. For instance, if a
noun phrase has, among others, exactly two words that are tagged as adjectives,
the adjective dimension will take the value 2. Notice that, by adding the vectors,
rather than concatenating them, word order information islost. Thisisan impor-
tant difference between the two representations. The information loss might be
acceptable within the NP itself, but it is still imperative to distinguish between
words that are inside the NP and words that come before and after it. Thus, the
final input vector is a concatenation of three N-length vectors, one for each group
of words. Using this method, the vector has a constant length of ~150 dimensions.
The vector dimensionality is still quite big, which is undeniably a drawback when
training a neural network. However, it is a reasonable compromise between a
meaningful representation and a fixed-length numerical vector form.

3.5 Overview of the Experiment

Once the identified noun phrases were encoded in the two different representa-
tions, we conducted experiments eval uating the performance of the two methods
in the two corpora. As explained above, the NERC task in our experiments was
formulated as a 3-class classification problem. The three classes were: person,
organisation and non-NE. Thus, each algorithm was required to perform both
parts of the NERC task simultaneousdly, i.e., identification and classification of
NE phrases. For every experiment, 10-fold cross-validation was used in order to
gain an unbiased estimate of the performance of the system under examination on
unseen data. According to this evaluation method, the dataset is split into ten,
equally-sized subsets and the final result is the average over ten runs. In each run,
nine of the ten subsets of the data are used to train the learning algorithm while
the tenth is held out for evaluation.



The measures that were chosen for the evaluation were those typically used in
the language engineering literature: recall and precision. Recall measures the
number of items of a certain type (e.g. organisation) correctly identified, divided
by the total number of items of thistype in the training data. Precision istheratio
of the number of items of a certain type correctly identified to all items that were
assigned that particular type (e.g. organisation) by the system. In total, four meas-
ures are used: recall of organisations, recall of persons, precision of organisations
and precision of persons.

Finally, as abasis for comparing the results in the experiments we can use the
performance of the manually constructed systems on the same data. The results of
the MITOS and VIE NERC systems, measured on the Kapa-TEL and MUC-6
corpora respectively, are shown in Table 1.

Table 1. Performance of the manually constructed NERC systems.

MITOSNERC System VIE NERC SYSTEM

Persons Organisations Persons Organisations
Recall 76.5% 84.2% 84.97 % 69.25 %
Precison 87.5% 89.8 % 92.50 % 83.42 %

Note that the results for the VIE system are significantly lower than the aggregate
results presented for the various systems participating in MUC-6. Thisisdueto
the difficulty of identifying person and organisation names. The results are better
for persons than for organisations. Person names are shorter and are usually either
included in the gazetteers, or preceded by a person title. This fact makes their
identification easier than for organisation phrases, which can be lengthy and may
consist of words of various parts of speech and gazetteer types.

On the other hand, the performance figures of the MITOS system for persons
are lower, compared to the performance for organisations. Thisis mainly attrib-
uted to the disproportionate distribution of the two classes in the corpus. As men-
tioned in section 3.1, the Kapa-TEL corpus contains 5837 organisation and only
695 person instances. As aresult, the emphasisin the design of the NERC system
was in the recognition and classification of organisation, rather than person
names.

4 EXPERIMENTAL RESULTS
In our first experiment, we applied both methods on the English corpus. There-
sults are shown in table 2.

Table 2. Results for the English corpus. (DT: decision tree with symbolic representa-
tion, NN: neural network, DT-N: decision tree with numeric representation)

English corpus

Persons Organisations
DT Recall 90.40 % 87.85%
NN Recall 90.61 % 86.21 %
DT-N Recall 89.35 % 86.98 %
DT Precision 93.23% 80.43 %
NN Precision 94.73 % 83.33%

DT-N Precision 93.05 % 86.43 %




Comparing the results in table 2 with the results of the VIE NERC system shown
in table 1, we can conclude that both learned systems perform considerably better
than the manually constructed system. Both recall and precision for persons and
organisations are at higher levels than the VIE system. Improvementsin recall for
both persons and organisations are greater than the corresponding increasesin
precision, showing that the learned system was able to identify and classify cor-
rectly more NEs than the manually constructed system.

These results are very encouraging for the use of machine learning in the con-
struction of NERC systems, especialy if we consider that some of the VIE do-
main-specific resources, such as the NERC grammar, were specifically designed
for the MUC-6 conference. Thisis an unexpected but interesting result, consider-
ing the amount of resources (especialy in human effort) needed for the manual
construction of a NERC grammar. The algorithms presented here require substan-
tially less effort in the creation of the required resources. Thus, our results suggest
that machine learning may be a suitable aternative for the automated construction
of NERC systems.

If we compare the performance of the decision tree, using the symbolic data
representation, to the performance of the neural network, we can conclude that
both systems achieve comparable performance, with the neural network perform-
ing dlightly better than the decision tree. However, the most interesting property
of the neural NERC system isthat it achieved higher performance than the deci-
sion-tree system having less information at itsinput, i.e., by ignoring the order of
words in the noun phrase. Thisis an unexpected result, as our initial belief was
that word order isimportant for NERC. In order to further examine whether this
improved performance is due to the learning algorithm or to the data representa-
tion used, we contacted additional experiments. In these experiments, we re-
trained C4.5 with the same vectors used in the training of the neural network
(numeric representation). From the results (also presented in table 2) we can see
that the overall performance of C4.5 has improved, reaching asimilar level as
that of the neural network. The improvement is mainly in terms of the precision
for organisations (~ 6 %), while all other measures remain practically unchanged.
Thisisan interesting result, as decision trees are primarily designed to be used
with symbolic features, but also unexpected, as the numeric representation ig-
nores word order. These results indicate that the information reduction simplifies
the learning task, thus improving classification performance.

In the second experiment, we applied the two methods on the Greek corpus.
The results are presented in table 3.

Table 3. Results for the Greek corpus. (DT: decision tree with symbolic representation,
NN: neura network, DT-N: decision tree with numeric representation)

Greek corpus
Persons Organisations
DT Recall 59.68 % 72.69 %
NN Recall 60.29 % 75.67 %
DT-N Recall 59.86 % 80.30 %
DT Precision 80.45 % 77.60 %
NN Precision 79.36 % 79.00 %
DT-N Precision 83.79 % 79.10 %

Comparing the results in table 3 with the results of the MITOS NERC system
shown in table 1, we can conclude that the learned systems perform worse than
the manually constructed system. Thisfailureis primarily attributed to the lin-
guistic pre-processing phase and mainly to the phrase chunker that is used in the
recognition of noun phrases and which is unable to identify overlapping noun



phrases, as explained in section 3.2. As aresult, the training data include only the
longest possible noun phrases and not the noun phrases included in them, asisthe
case with the English noun phrase recogniser. Note that the MITOS NERC sys-
tem does not use the chunker, but uses an aternative procedure, based on a regu-
lar grammar, for identifying possible NEs.

Regarding the comparison of the decision tree and the neural network, we ob-
serve asimilar pattern as with the English corpus. Both systems achieve compa-
rable performance, with the neural network doing dlightly better than the decision
tree, when the latter uses symbolic features. However, the use of numeric features
improves the performance of C4.5, making it slightly better than the neural net-
work. More specifically, when using the numeric representation, we observe an
improvement in the performance of decision trees, according to all measures. The
largest increaseisin therecall of organisations (~ 7,5 %). These results are a fur-
ther indication that the simpler numeric representation leads to the construction of
better NERC systems.

5 CONCLUDING REMARKSAND FUTURE WORK

In this article we evaluated the behaviour of two supervised machine learning
methods, decision-tree induction and multi-layered feed-forward neura networks,
on the task of automatically constructing NERC systems from pre-tagged cor-
pora. We have chosen these particular methods as representatives of the symbolic
and subsymbolic families. The main advantage of symbolic methods over the
subsymbolic onesistheir ability to produce results that are easier for humansto
understand and transform into more “traditional” formats, such as grammars. The
fact that linguistic information is primarily symbolic is afurther reason for using
symbolic algorithms. On the other hand, the ability to understand and transform
the results into other representationsis not always important for practical applica-
tions, where classification performance might be of greater importance. By com-
paring a symbolic and a subsymbolic approach, we wanted to test whether the
lossin comprehensibility for neural networks is balanced by a corresponding gain
in classification performance. Our results do not support this hypothesis, since
both methods achieved very similar performance in al of our experiments. In
particular, when using a numeric representation of named-entity phrases, it is
very hard to distinguish between the two methods, in terms of their performance.

However, what is most surprising is that the performance of the symbolic
method improves with the use of the numeric representation. Thisis unexpected,
not only because decision trees were originally designed to be used with symbolic
features, but also because the particular representation that we have used ignores
the order of the words within a named-entity phrase. Our results indicate that this
information reduction simplifies the learning task, thusimproving classification
performance. This seemsto betrue, at |least for the linguistic features (part-of-
speech and gazetteer tags) that we have included in the representation.

In our experiments, we used two different evaluation corpora, containing
Greek and English texts respectively. The performance of both learning methods
was better for English than for Greek texts. This difference was primarily due to
problems in the pre-processing language engineering tools that were used for
Greek. Especially for the experiment with English texts, both of the automatically
constructed NERC systems outperformed manually constructed grammars that
were designed especially for the examined NERC task. Thisis an interesting re-
sult, which suggests that the NERC systems constructed with the use of machine



learning may be able to replace systems that require considerable manual effort in
their construction.

An interesting issue for further investigation is the comparative eval uation of
alternative symbolic and subsymbolic learning methods. The first set of candi-
dates among the symbolic approach could be learning methods that use the same
feature-vector representations as C4.5, e.g. AQ15 [Michalski et al. 1986] and
CN2 [Clark & Niblett 1989]. An aternative family of methods could be those
performing explicitly grammar induction [Langley 1987, Langley & Stromsten
2000, Lari & Young 1990]. These methods are able to construct grammars of
different complexity from data. Thisis particularly interesting for NERC, which
has traditionally been performed by parsers, using grammars. On the other hand,
other numerical approaches could also be used. For instance, local type statistical
classifiers, such K-nn and its variants, have proven effective in classifying multi-
dimensional data.

Another equally interesting research direction would be to try to reduce or
completely remove the need for manual tagging of the training data, through the
use of unsupervised machine learning techniques [Mannes 1993, Kohonen 1989].
This could be of great benefit to the designer of aNERC system, asit would
greatly improve the ability to adapt the system to different domains or even lan-
guages. Another way to reduce human involvement in the construction of a
NERC system is by removing the need for gazetteer lists or by exploring tech-
niques that acquire/update gazetteers out of raw corpora[Petasis et al. 2000].
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